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Abstract 
A worker's career is significantly impacted by performance reviews since they offer benefits 

such as permitted wage raises, bonuses, termination options, and promotions. Because they 

only have a limited budget for hiring people, businesses can use assessments to select the 

finest candidates. As a result, the performance rating offered by the machine learning 

algorithms will be advantageous to both the employer and the employee. The research work's 

findings are classified as great, good, and average depending on factors including age, 

attendance rate, efficiency rate, experience, productivity, and daily earnings. Out of the 251 

workers at the garment factory, we found that a total of 56 individuals fit the exceptional 

category, 87 individuals fit the decent group, and 108 individuals fit the medium category. 

Keywords: K-Means clustering, Performance, Apparel, Box Plot, Productivity, Machine 
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1. Introduction 
Performance reviews have a significant 

impact on an employee's career because 

they provide advantages such allowed pay 

raises, bonuses, termination options, and 

promotions. Businesses can choose the 

best employees with the help of 

assessments because they just have modest 

money for providing them. As a result, 

both the company and the employee will 

benefit from the performance rating 

provided by the machine learning 

algorithms [1]. An employee's career is 

greatly impacted by performance reviews 

because they allow for benefits such as 

authorized pay increases, bonuses, 

termination choices, and promotions. As 

they only have a small budget for offering 

appraisals, it aids businesses in selecting 

the best personnel [2]. Therefore, the 

machine learning algorithms will offer a 

better, bias-less and more accurate 

performance evaluation that is 

advantageous to the employer and the 

employee. 

In data science, clustering is a helpful 

tool. It is a technique for determining the 

cluster structure in a data set that is 

indicated by the highest degree of 

similarity inside a cluster and the highest 

degree of dissimilarity across groups [3]. 

The first clustering technique employed by 

biologists and social scientists was 

hierarchical clustering, whereas cluster 

analysis developed into a subfield of 

statistical multivariate analysis. Every 

business uses performance appraisals as 

part of its evaluation process to see 

whether its employees have been meeting 

its objectives and strategic plans [4]. It is 

beneficial to assess each and every 

applicant for in terms of their knowledge, 

abilities, and strengths weaknesses and 

provides feedback for upcoming 

development. The overall performance of 

the company comprises each individual 

contributions from each employee that 

lead to the outcome or actual output that is 

compared to the desired outcome which 

higher-ups in the business set out to 

accomplish it [5]. The evaluation process 

is typically erratic and frequently own 

opinions, which cause the organization to 

utilize a technique that corrects for all such 

abnormalities [6]. This is the 

implementation of an intelligent 

performance is presented in this study. An 
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evaluation model that overcomes such 

factors and employing machine learning 

methods, detect irregularities the current 

performance review environment includes 

more inaccurate manual work is done in 

the evaluating process [7]. It entails a 

number of factors where the evaluation 

will only be positive for a specific group 

of workers based on specific criteria, but 

We can enhance and by utilizing machine 

learning techniques Boost the precision to 

ensure that the staff will obtain the 

appraisal without bias and will precious a 

fair evaluation, which involves taking into 

account all necessary criteria. [8]. We 

develop a model for classifying the output 

of the employees using unsupervised 

machine learning K-Means systems.  

1.1 Related Works 
Unsupervised machine learning, which 

works with unlabeled data, is a component 

of Employee Performance evaluation. That 

information includes characteristics like 

work quality, experience, age, efficiency 

and other similar characteristics. The 

unsupervised machine learning algorithms 

used in multidisciplinary area in real life 

like cotton Fibre bale management system 

[9] agriculture sectors to classify 

seeds[10], Textile wet processing colors 

categories[11][12]Garments forecasting 

system[13]  medical science to categories 

Diabetics [14]and data mining system[15] 

etc. sectors can apply this algorithm. 

2. Materials and Methodology 
The data of this research work was 

collected from the apparel industries which 

is located in Gazipur. A total of 2000 

employees are working in that factory, 

among them 251 sewing operator’s 

information we have collected. A 

questionnaire was prepared for the 

collection of the data information. The 

major categories which are considered for 

the evaluation of employee performance 

are based on operator’s gender, age, 

attendance percentage, and operator’s 

efficiency percentage, working experience, 

production per day and wages per day. 

Productivity is directly affected by human 

performance. The appraisal of human 

performance is mainly evaluated by the 

choice of management people and also by 

the conventional system which is not 

always effective. The factory was 

produced 100 per cent cotton non-denim 

five-pocket Longbottom for European 

style. The Fabrication of that product was 

3/1 (Three up one down) Twill weave 

Fabric structure and 280 GSM (Gram per 

Square Meter) weight of Fabric.  There 

were 5 Garments production lines and the 

total number of operators was 251 persons.  

 

Figure 1. Data process diagram of k-
means clustering. 

The K-Means Clustering algorithm of 
Machine learning is applied here to 
categorize the sewing operator's 
performance. The manpower was divided 
into K=3, three categories excellent, good 
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and average. The excellent categorization 
was age=24 years, Attendance percentage 
= 100, Efficiency Percentage = 100, 
Experience = 40 month, Production per 
day = 900 pcs and wages = Tk.700, The 
good categorization was age=30 years, 
Attendance percentage = 95, Efficiency 
Percentage = 95, Experience = 60 month, 
Production per day = 800 pcs and wages = 
Tk.600 and the average categorization was 
age=35 years, Attendance percentage = 85, 
Efficiency Percentage = 85, Experience = 
75 month, Production per day = 600 pcs 
and wages = Tk.500. But a machine 
learning system can categorize the human 
performance system automatically and 
effectively. The sample of the data shown 
below table no-1. 

Table 1.Performance data of the operators. 
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5
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The operator's performance information 
is shown in table number 1. Here, the 

employee's gender, age, attendance 
percentage, efficiency percentage, 
productivity, experience, productivity and 
wages were considered for the evaluation 
of the human performance. The experience 
of the operators was considered month-
wise because some workers were new and 
some were experienced. also, wages were 
calculated per day wisely because the 
authority reduced the salary for the 
number of days of absenteeism of the 
operators. 

 
3. Results discussion 

From the figure 2 we can analysis the 
performance wise categories of the sewing 

operators. 

Figure 2. Performance categories of 
sewing operators.  

The box plots used in this research 

work represent the various parameters 

graphically at a glance directly. Here, 

Clusters (24, 100, 100, 40, 900, 700 = K1),  

(30, 95, 95, 60, 800, 600 = K2) and (35, 

85, 85, 75, 600, 500 = K3) shows the 

parameters of age, attendance percentage, 

efficiency percentage, experience, 

productivity and daily wages sequentially 

treat as excellent, good and average. In the 

graph, an excellent box plot shows the 

maximum value is 786 (without the 

outline), the lower 1st Quartile value is 

295, the mean value is 406, the median 

value is  403, the upper 3rd quartile value 

is 524 and the lower minimum value is 58 

(without outer line), the good box plot 

shows the maximum value is 618 (without 

the outline), the lower 1st Quartile value is 

213, the mean value is 308, the median 

value is  306, the upper 3rd quartile value 

is 398.7 and the lower minimum value is 
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51 (without outer line) and finally, the 

average box plot shows the maximum 

value is 747 (without the outline), the 

lower 1st Quartile value is 226.5, the mean 

value is 340, the median value is  317, the 

upper 3rd quartile value is 438.3 and the 

lower minimum value is 82 (without outer 

line). 

Figure 3. Number of cluster of the 
operators. 

Figure 3 shows that the total number of 

56 person operators was in the excellent 

categories, the good category was 87 

employees and the total average quality 

operators were 108 persons among the 

total 251 person operators of that apparel 

factory [16]. 

4. Conclusion 
An evaluation model that gets around 

these issues can spot abnormalities. We 

create a model utilizing K-Means methods 

for unsupervised machine learning. 

Increase the accuracy to make certain that 

the staff will receive the review without 

bias, which involves taking into account 

all relevant factors. The results of the 

research work based on the parameters of 

age, attendance percentage, efficiency 

percentage, experience, productivity and 

daily wages are sequentially treated as 

excellent, good and average. Finally, we 

discovered that out of the 251 operators in 

the garment plant, a total of 56 operators 

fell into the exceptional category, 87 

employees fell into the good group, and 

108 operators fell into the medium 

category. 
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